The Effects of Turnout on Vote Choice: A Simulation
Based on Two Multinomial Models!

Michael D. Martinez Jeff Gill
University of Florida University of Florida
234 Anderson Hall 234 Anderson Hall
Gainesville, FL 32611 Gainesville, FL 32611
martinez@polisci.ufl.edu jgill@polisci.ufl.edu
April 1, 2002

!Prepared for the Annual Meeting of the Southern Political Science Association, November 7-10,
2001, Atlanta.



1 Introduction

1.1 Motivation and Theory

Political scientists face quite a number of relatively simple questions for which we do not yet
have satisfactory answers, or at least have some agreement on a clear answer. One of these very
basic questions is whether turnout affects election outcomes. Practitioners and pundits often
convey the idea that lower turnout (and the factors associated with it) should favor the more
conservative party, since non-voters are disproportionately poor and less well-educated people (a
group that obviously disproportionately benefits from social welfare programs championed by the
liberals).

When those people can be coaxed or prodded to the polls, their support should naturally
accrue to the more liberal party. So Democrats in the United States should generally hope for
higher turnout races, campaigns which de-emphasize the negatives and focus on the positives
(Ansolabehere and lyengar 1995), liberal registration laws (Wolfinger and Rosenstone 1980), and
the option to vote by mail (Southwell and Burchett 2000). Conversely, landslides, mudslinging,
and restrictive registration laws and voting procedures should advantage Republicans.!

Although these theories are not particularly contested, subsequent empirical investigations in
the scholarly literature have varied widely. There is support for the conventional wisdom that
higher levels of participation are associated with greater success of Democrats in Presidential
elections (Tucker, et al. 1986; Radcliff 1994), and that the finding travels well in cross-national
analyses of nineteen western democracies (Pacek and Radcliff 1995), and fifteen post-communist
countries (Bohrer et al. 2000). There are also some correlations that indicate negative relation-
ships between higher turnout and Democratic vote shares in California Assembly Districts, 1992
Clinton vote shares in U.S. states, and Democratic gains in Congressional elections (Wuffle and
Collet 1997). Some analyses suggest that the relationship between turnout and election outcomes
are contingent on the party-class linkage (Pacek and Radcliff 1995), or the partisan composition
of the district and short-term forces which cause peripheral voters to defect (DeNardo 1980;
Grofman 1995; Nagel and McNulty 1996; 2000; see also Zimmer 1985). Finally, Erikson (1995)
finds that there is no relationship whatsoever between turnout and Democratic presidential can-
didates’ vote share in non-Southern states. Such a simple and obvious question (which is not
even a question to many lay observers) has created a muddle of findings.

Grofman et al. (1999) argue that part of the existing confusion arises from the fact that
we are not really addressing a single simple question, but have tangled three logically indepen-
dent questions. The question of whether peripheral voters have greater Democratic proclivities
than core voters is quite different from the question of whether elections with higher turnout
should provide more favorable results to Democratic candidates. The same contingent factors
that motivate peripheral Democrats to vote may also motivate them to defect from their parti-
sanship, thereby advantaging Republican candidates. In DeNardos’ (1980) words, the joke's on
the Democrats. Both of those questions are logically independent from the third question: if
turnout were increased in some given election, would Democrats have done better? Grofman et

1Knack (1994) finds that inclement weather dampens both Democratic and Republican turnout, washing out
any partisan advantage.



al. seem satisfied that the literature has provided answers to the first two questions (before: yes,
now: no to the first and no to the second), but the third question still awaits a sufficient means
to answer it. We will give it a concerted effort in this paper.

1.2 Overview of Estimation

We examine a mechanism to estimate the effects of turnout within the context of the 2000 U.S.
presidential election by employing a simulation based on multinomial logit and multinomial probit
estimates of the choices made by individual citizens. Our substantive purpose in this paper is
to estimate turnout effects by employing a simulation based on model estimates of the choices
made by individual citizens.

Our baseline starts with a multinomial logit model as a means of gauging turnout effects
under the imposition of the independence of irrelevant alternatives (I1A) assumption. We note
the subsequent implications of this specification, and proceed to a more complicated Bayesian
multinomial probit model. Multinomial probit is a useful model of nominal choice because it allows
a flexible pattern of conditional covariance for the assumed latent utility structures. Originally
suggested by Aitchison and Bennett (1970), the multinomial probit model assumes a multivariate
normal structure on the errors even though the outcome variables are discrete. In particular this
model selection relaxes the assumed strict adherence to the IIA (see Hausman and McFadden
(1984) for a discussion) that are a condition of using the much easier to specify multinomial
logit model (McFadden 1984). Unfortunately, the multinomial probit model adds additional
assumptions to the variance specification in order to be identified and is in general much more
difficult to implement in practice due to its computational fragility (Amemiya 1985; Hensher and
Johnson 1981; McFadden 1989). A central problem is that estimation for this model requires a
careful development of the numerical method for calculating multi-normal orthant integrations in
order to obtain the desired probabilities.

Despite the described difficulties, multinomial probit and multinomial logit have been used
to estimate the vote choice in multiparty systems in the Netherlands and Great Britain (Whitten
and Palmer 1996; Quinn et al. 1999). Alvarez and Nagler (1995, 1998) evaluate the effect of a
viable third party candidate (Perot) on vote choice. Lacy and Burden (1999) look at the same
question, but find different results. The multinomial probit has been successfully applied to panel
data problems (Keane 1994), and to other problems of spatial dependence (Hajivassiliou 1994).

Our substantive approach is similar to Lacy and Burden'’s, in that we posit that U.S. citizens
have three unordered non-nested choices in each election vote Democratic, vote Republican, or
abstain. We will first estimate vote choice (including the abstention category) as an unordered
multinomial logit function of standard variables associated with both candidate preference and
the likelihood of voting. From that estimation, we will derive probabilities for each respondent'’s
selection of each of the three choices. From those probabilities, we simulate several levels of
turnout. Higher turnout is simulated by adding to the pool of voters actual abstainers who had
the lowest probability of abstaining. Lower turnout is simulated by subtracting from the electorate
actual voters who had the highest probability of abstaining.

The use of multinomial logit serves as an excellent baseline, but its dependence on the IIA
assumption bothers us here. Therefore we develop a substantially more involved model based on
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multinomial probit. Our computational method differs from many used thus far. We leverage
work by Tanner (1996) and McCulloch (1994) to develop maximum likelihood estimates (along
with an associated Hessian matrix) using a Monte Carlo EM algorithm. The idea of the EM
algorithm is very simple. In the first step, temporary data that represent a reasonable guess
are assigned to unknown quantities such as parameters (the “E-Step”). Then, the parameter
estimation proceeds as if we now have a complete-data problem. Once this produces a solution
for the parameter estimates, then we use these to update the assignment of the temporary data
values with better guesses, and perform again a full model estimation process (the “M-Step”).
This two-step process is repeated until the difference in the parameter updates becomes arbitrarily
close to zero.

In cases where the E-Step is particularly difficult or time-consuming, it can be simulated
without too much trouble by sampling realizations from the distribution for the unknown quantity.
This is a substitute step which uses complete-data conditional maximum likelihood estimation
(CM) where the conditionality is over some convenient function of the parameter estimates. This
is therefore termed the Monte Carlo EM Algorithm (MCEM). The idea is to replace difficult
numerical work with simulation.

2 The Multinomial Logit Model

We start with an analysis using the simple multinomial logit model (Schmidt and Strauss 1975).
This model is founded on the theory of individual choice developed as: Thurstone's theory of
comparative judgment (1927a, 1927b) and Luce’s choice axiom (1959). Greatly simplified, the
theory states that confronted with a choice set, respondents consult their personalized underlying
continuum of utility and comparatively select the choice that maximizes this utility. Thurstone
calls this a discriminal process to describe the process in which “the organism identifies, distin-
guishes, discriminates, or reacts to stimuli...."

A multinomial logit model with J choices is estimated with respect to a reference category
in order to be identified.> That is, the resulting coefficient sets (one for each J — 1 choices
distinct from the reference category) provide the relative effect through the logit function of that
explanatory variable on the probability that the respondent chose category j rather than the
reference category. The result of the estimation process is therefore J different parameter vectors
Bj, j=1...J, the first of which is all zeros, B; = O representing the reference category. So
given the design matrix X, the probability that respondent i chooses category j over category 1
is given by:

exp(Xi,Bj)
Zi:1 eXp(Xi,Bk)
It should be really clear from (1) that if J=2, this reduces to a standard bivariate normal specifi-
cation since exp[0] = 1.

P(yi;) = (1)

2What do we mean here exactly? Consider a systematic component to a generalized linear model, X3, with an
associated link function g() (see Gill 2000, p.30-32). If it were the case that g(XB +48) = g(Xp) for any arbitrary
vector 8, which usually occurs due to cancellation, then the model is not identified because unique coefficient
estimates for 8 are obviously now impossible to produce.



Estimation of the multinomial logit is trivial since the log likelihood function,

LBr,-- B =D > exp(XiB;) — ) log (1 + ZZexp(Xiﬂj)) , (2)

J=1 yiyi=j

is globally concave and the routine is canned in virtually all of the user-friendly software packages.
Reliability can be assessed in the usual manner since the maximum likelihood estimate of the j;
vector is asymptotically normal with the standard calculation of Fisher information. In finite
samples, we assume that the error matrix is multivariate Weibull.

More of a challenge is the substantive interpretation of the resulting coefficient estimates.
The most direct way to understand the magnitude of the coefficient estimates is to evaluate the
log ratio of the predictors given by:

og | 22| ~ x4, 3
Pio

which is just the log of the ratio of probability of selecting choice j to the probability of selecting

the baseline choice. The fact that it is given by multiplying the j** coefficient vector by the

respondents explanatory variable values makes this a particularly easy quantity to obtain. At first

the restriction to the baseline comparison seems restrictive, but based on the properties of logs,

any desired comparison can be obtained since:

Xi(B; — Br) = XiB; — XiPs

= log Pig | _ log {@]

| Pio | Dio
= log [pi;] — log [pio] — log [pix] + log [pio]
_pij_
= |Og N 4

where j and k represent two arbitrarily chosen choice categories. Therefore we can estimate any
relative probabilistic comparison desired.

Our interest actually extends beyond these sorts of calculations to look at the expected
behavior of individuals given the estimated coefficients. Using (3) and the underlying individual
accounting identity, Z}']:1 mi; = 1, we obtain the marginal individual vote probabilities:

Pin = (1 + ZeXP[Xiﬁj])

=2

Dir = exp[Xi,Bj]pﬂ, Vj € [2, ceey J] (5)

This approach allows us to provide two types of analyses not typically done with these types of
models. First, we compare actual voting and abstaining outcomes to predicted outcomes®

3In the Bayesian literature one estimates the posterior predictive distribution which tests for the reason-
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A number of authors have recently provided strong empirical arguments for the utility of the
basic MNL model, even though IIA must be assumed (Abramson, et al. 1992; Canache, et al.
1994; Gerber 1996; lversen 1994; Layman and Carmines 1997; Powers and Cox 1997; Quinn, et
al. 1999; Wahlbeck 1997; Whitten and Palmer 1996). Here we will provide MNL results and
contrast them with a more general analysis using multinomial probit (MNP).

3 The Data

We estimate our model using data from the 2000 American National Election Study.* We excluded
forty-three NES respondents who voted for other candidates, as well as those who did not know or
refused to report if or for whom they voted. There were 1,839 missing values (3.2%) in the final
data set (1470 cases, 39 variables before transformations). We therefore impute the missing data
with multiple imputation (Little and Rubin 1983, 1987; Rubin 1987) using an algorithm based
on Gibbs sampling (Gill 2002, code freely available). The multiple imputation process creates
more that one set of imputations based on draws from the estimated posterior distribution for
the missing data, and estimation is performed on all imputed datasets (usually 7-10) with an
adjustment required for measures of uncertainty. This is an explicitly Bayesian process, but can
be applied in general settings.

In Table 1, we show the distribution of the outcome variable with three categories: abstention
(including those who reported not voting in the election and those who voted in the election but
did not vote for president), Gore voters, and Bush voters. As is usually the case, NES survey
self-reports of turnout are much higher than the actual turnout in the presidential election, due
to a combination of differences between voters and nonvoters in misreports, sample selection
probabilities, and panel mortality. Among voters, the 95% confidence intervals of the reported
distribution of votes for Gore (49% to 55%) and Bush (45% to 51%) easily include their respective
actual national two-party vote levels (50.3% and 49.7%).

Since the outcome variable represents both the decision to vote and the vote choice (Bush or
Gore), we chose some explanatory variables that we expect to be associated with turnout or can-
didate preference, or both. To capture the variety of motivations to affect turnout, we included
appropriate demographic variables (age and education), mobilization variables (contact by each
party), social connectedness variables (married, children living in the household, church atten-
dance, number of political discussants named®, and attitudes toward the campaign (knowledge

ableness of the final estimates through simulated data according to the posterior specification (Gill 2002,
Chapter 6). Starting with the prior predictive distribution of a new data value, .., before observing the
full dataset: p(ZTnew) = fﬁp(xnew,ﬂ)dﬂ = fﬁp(xneww)p(ﬂ)dﬂ, which is the marginal distribution of an
unobserved data value is the product of the prior for 8 and the single variable PDF or PMF, integrat-
ing out this parameter (Rubin 1984). More usefully, from a diagnostic perspective, is the distribution of a
new data point, Z,e, after the full iid dataset, X, has been observed: the posterior predictive distribution,
P(@new|%) = [ P(@ncw, BIx)AB = [ Pz Bp(BIx)dB = [, p(@new|B)p(BIx)dB.

4The principal investigators for the 2000 American National Election Study were Nancy Burns, Donald R.
Kinder, Steven J. Rosenstone, Virginia Sapiro, and the National Election Studies. The data were made available
to us by the Inter-University Consortium for Political and Social Research (ICPSR Study 3131). Neither the
principal investigators nor ICPSR bear any responsibility for our analyses and interpretations.

5See, for example, Robert Huckfeldt, et al. 2001.



Table 1: VoTiING OUTCOMES, 2000 ANES

Choice: Abstain  Gore Bush
Votes in Survey 426 550 507
Percent 29 37 34

of the issues, interest, and caring about the outcome of the election) and the political system
(belief that there are important differences between the parties, internal efficacy, external effi-
cacy, and political trust). Similarly, we selected a variety of variables that might affect candidate
preference, including partisanship, retrospective evaluations of the economy and the Clinton’s job
performance, demographic variables (dummies for Black, Latino, Catholic, Born Again Protes-
tant, Black Born Again Protestant), homogeneous discussion networks, issue preferences (on race,
government services, moralism, and environment), and evaluations of each candidates’ integrity,
competence, and empathy. We also include dummy variables for interview type, NES's attempt
to convert a refusal, and a question version indicator. Appendix 1 provides a full description of
the variable construction.

4 Results from the MNL Model

Table 2 shows the estimation of the model. Our multinomial logit model generates estimates
of the effects of each explanatory variable on the probabilities of voting for Gore and Bush
compared to the baseline category of abstention. Large, positive t-statistics for both the Gore
and Bush coefficients for any single explanatory variable indicate that respondents reporting that
characteristic were more likely to vote (for either candidate) than not to vote. To no one’s great
surprise, we find that people with higher levels of political efficacy, education, age, and caring
about the election outcome were more likely to vote for either candidate than to abstain.

To capture the variety of motivations to affect turnout, we included appropriate demographic
Our partisan contact variables showed a somewhat more surprising result. Republican contact
appeared to stimulate turnout for Bush, but it was also associated with turnout for Gore. Likewise,
Democratic contact was associated with turnout for both candidates, and the Bush coefficient was
larger than the corresponding Gore coefficient. These somewhat anomalous patterns underscore
the effects of mobilization (Rosenstone and Hansen 1993; Gerber and Green 2000), and they
probably reflect intense efforts on both sides to convert voters in a close election.

Large, positive t-statistics for Gore coefficients only are indicative of variables that tended to
promote voting for Gore. Surprisingly, those included number of discussants and interest (which
we expected to be associated with turnout for both candidates). Less surprising, voting for Gore
was associated with being Black, Democratic partisanship, approval of Clinton’s job performance,
perceiving Gore as empathic, and having only Gore supporters in one’s political discussion network.

Voting for Bush was associated with being Catholic or born again, Republican partisanship,
and perceptions of Bush as competent. Moralist issue positions, having only Bush supporters
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Table 2: MNL MODEL SUMMARY

GORE/ABSTAIN BUSH/ABSTAIN
Estimate 95% ClI Estimate 95% ClI
Intercept 33701 [-55352:-1.2050]  -6.7196 [-9.0224:-4.4168]
Type of Interview 0.1051 [ 0.0009: 0.2094] 0.0882  [-0.0176: 0.1940]
Question Wording, Retrospective 0.1356  [-0.2453: 0.5165] 0.0409  [-0.3537: 0.4355]
Initial Refusal -0.4519 [-0.9889: 0.0852]  -0.4619  [-1.0158: 0.0920]
Economic Evaluation 0.0272  [-0.1484: 0.2027] 0.0230 [-0.1606: 0.2066]
Clinton On Economy -0.2656  [-0.4391:-0.0921] -0.0190 [-0.1667: 0.1287]
Age 0.0174 [ 0.0039: 0.0309] 0.0169 [ 0.0026: 0.0312]
Black 0.9915 [ 0.2999: 1.6830]  -0.1799  [-1.3220: 0.9622]
Black & Born-Again -0.3048 [-1.5168: 0.9071] -1.0306  [-3.4981: 1.4369]
Born-Again 0.1324  [-0.4974: 0.7622] 0.8791 [ 0.3063: 1.4519]
Bush Cares 04514 [0.7713:-0.1315]  0.2436  [-0.1072:-0.5944]
Bush Competent -0.5284  [-0.8649:-0.1918] 0.6704 [ 0.2475: 1.0933]
Bush Interview -0.0167  [-0.3521: 0.3186] 0.2071  [-0.1732: 0.5874]
Bush Only -1.0947  [-1.6906:-0.4988] 0.2584  [-0.2285: 0.7453]
Care 0.6459 [ 0.1890: 1.1027] 0.8811 [ 0.3916: 1.3706]
Catholic 0.3771 [-0.1059: 0.8601]  1.0992 [ 0.6017: 1.5967]
Church 03701 [0.1723:0.9124]  0.3665 [-0.2015: 0.9345]
Contacted by Dem. 0.5578 [ 0.1139: 1.0016] 0.7315 [ 0.2551: 1.2079]
Contacted by Rep. 05992 [0.1453: 1.0532]  0.5151 [ 0.0371: 0.9931]
Education 1.6027 [ 0.7276: 2.4778] 1.3774 [ 0.4732: 2.2816]
Environment -0.0388  [0.9714: 0.8937]  0.4676  [-0.5283: 1.4635]
External Effic. 0.9761 [ 0.0442: 1.9079] 1.2809 [ 0.2811: 2.2807]
Gore Cares 0.4286 [ 0.0956: 0.7616] -0.3024  [-0.6621: 0.0573]
Gore Competent 0.1422  [-0.2296: 0.5140] -0.3641  [-0.7558: 0.0276]
Gore Interview -0.0242  [-0.3746: 0.3262] -0.2038  [-0.5384: 0.1308]
Gore Only 05071 [ 0.0266: 0.9876]  0.0426 [-0.5713: 0.6565]
Parties Different -0.0334  [-0.4426: 0.3757] 0.0315  [-0.4042: 0.4672]
Internal Efficacy -0.0624  [-0.9347: 0.8098] 0.5299  [-0.3971: 1.4569]
Interest 0.9271 [ 0.2779: 1.5763] 0.1732  [-0.5245: 0.8709]
Children -0.1528  [-0.5987: 0.2032]  -0.0983  [-0.5641: 0.3675]
K-Issues 05321 [-0.1303: 1.1945]  0.6031 [-0.0989: 1.3051]
Latino 0.1052  [0.9307: 0.7202]  -0.7261  [-1.6427: 0.1905]
Married 0.3659 [-0.0397: 0.7714] 05155 [ 0.1034: 0.9276]
Moral -1.0212  [-1.7294:-0.3131] -0.3470  [-1.1148: 0.4208]
Number of Discussants 0.2881 [ 0.1384: 0.4379] 0.1140  [-0.0400: 0.2680]
Race 0.1299 [0.8671: 0.6072]  0.3478  [-0.4356: 1.1312]
Service 0.5205 [-0.6122: 1.6533] 0.7187  [-0.4011: 1.8385]
Trust 0.5686  [-0.3085: 1.4457] 0.0692  [-0.8537: 0.9921]
Strong Democrat 0.6336  [-0.0849: 1.3521] -1.4432  [-2.5388:-0.3476]
Moderate Democrat 0.7775 [ 0.0934: 1.4616] -0.6115  [-1.4192: 0.1962]
Weak Democrat 0.3580  [-0.3290: 1.0450] -0.0108  [-0.7498: 0.7282]
Weak Republican -0.4146 [1.2705: 0.4413]  0.7438 [ 0.0497: 1.4379]
Moderate Republican -0.4484  [-1.2880: 0.3912] 0.8599 [ 0.1861: 1.5337]
Strong Republican -1.5407 [-2.8865:-0.1949] 0.9979 [ 0.1727: 1.8231]

in one's network, and perceiving Bush as empathic were associated with demobilizing support



for Gore (large, negative coefficient mobilization for Bush.® Finally, some variables did not have
pronounced independent effects on voting for either candidate. Those included knowledge of the
candidates’ relative positions on issues, political trust, internal efficacy, issue preferences related
to the level of government services, the environment and race, and the two candidates’ integrity.
We do not claim that these issues were unimportant in the election, only that collinearity with
other factors in the model may undermine our efforts to uncover their effects reliably.

5 Simulation of Turnout Based on the MNL Model

Using the estimated effects from the multinomial logit model, we calculated the probabilities for
each respondent abstaining, voting for Gore, and voting for Bush. Of course, since we excluded
third-party voters and non-respondents to the vote choice question, the sum of those three
probabilities equals one for every respondent. The sums of each of these probabilities across
respondents are extremely close to their actual weighted distributions in the NES sample, as seen
in Table 3.

Table 3: ACTUAL vSs. ESTIMATED VOTING, 2000 ANES

Choice: Actual Percent Estimated Percent
Abstain 27.7 27.4
Gore 37.6 38.0
Bush 34.7 34.6
Weighted N 1457 1457

For each respondent, we also calculated a probability of voting for each candidate, excluding
the probability of abstention by:

p(Gore)
1 — p(Abstain)

p(Bush)
1 — p(Abstain)

p(Gore|Vote) =

p(Bush|Vote) =

To simulate the effects of varying levels of turnout on the aggregate vote choice, we sum
p(Gore|Vote) and p(Bush|Vote) across different sets of respondents. For the 72% of NES
respondents who reported voting, the sums of these probabilities (52.4% for Gore, 47.6% for
Bush) are again very close to the actual reported votes (52.0% for Gore, 48.0% for Bush).

6Being married produced somewhat ambiguous results. Married people were more likely to have voted for
Bush than to have abstained, but we cannot rule out the possibility that the turnout effects of being married are

similar for both candidates.



Higher levels of turnout are simulated by the set of respondents who actually voted plus the
non-voters who had the lowest probability of abstaining. Thus, an electorate with a 79% turnout
rate is represented by those who actually voted (72%) plus the non-voters who had no more than
a 0.3124 probability of abstention. An electorate with a 86% turnout rate includes those who
actually voted plus the non-voters who had no more than a 0.5851 probability of abstention. And
SO on.

Lower levels of turnout are simulated by sequentially removing voters with the highest proba-
bility of abstaining. Thus, an electorate with a 65% turnout rate is simulated by the set of voters
who had no more than a 0.5104 probability of abstention. Lower levels of turnout are simulated
by lowering the thresholds of abstention probabilities.

For each of fourteen subsets of respondents (ranging from 7% turnout to universal turnout),
we calculate the vote distribution between Gore and Bush by summing the quantities p(Gore|V ote)
and p(Bush|Vote), and calculating percentages based on those sums.

Figure 1: SIMULATED TURNOUT EFFECT
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Turnout in ANES 2000 Sample

Does the level of turnout affect the distribution of the votes between Gore and Bush? Figure 1
arrays the simulated vote percentages for Gore against the fourteen simulated levels of turnout,
and shows that the level of support for Gore is remarkably stable. (We were stunned.) Only
at extreme values of turnout is there any perceptible effect on vote preference. Gore's highest
level of support is at 93% turnout, and his lowest level of support is at 22% turnout, and the
difference between those conditions (3.2%) is a lot in a close election. But within less extreme
variations from current conditions, Gore's level of support hardly budges at all. Aggregate voter
choice barely moves over turnout levels from 58% of respondents to 86% of respondents. Not
only is the line relatively flat, it is non-monotonic (Gore does slightly better at 43% turnout than
he does at 51% turnout, and slightly better at 58% turnout than at 65% turnout). Thus, any



general admonitions that Democrats should always hope for (or Republicans should fear) higher
levels of turnout appear to be unwarranted.

These results suggest to us that marginal changes in the costs of voting would not have
dramatic consequences for the partisan outcome of most elections. This presidential election was
unusually close, and would have been decided differently by the addition of a few well placed
votes.

A few caveats are in order. Obviously, partisan mobilization can matter a lot more than our
results suggest. Increasing turnout among Democrats or among Republicans can dramatically
alter election outcomes much more than simply making it a little easier or a little harder to
vote. Moreover, our motivation was to determine whether turnout might have mattered in the
2000 presidential election in the United States, and conditions in other elections in other settings
(including a highly energized American election) could be very different.

These results also depend on the plausibility and fit of our multinomial logit model, including
the assumption that voters and non-voters weigh their considerations in voter preferences similarly
(see Gant and Lyons 1993), and that preference orders between choices are not affected by the
inclusion (or elimination) of other choices. This may or may not be a realistic foundation. To
test the robustness of these findings we continue by specifying a multinomial probit model and
contrasting the findings. This has shown to be a revealing process in other cases (Quinn, et al.
1999).

6 The Multinomial Probit Model

A perhaps more realistic model for multichotomous vote choices is the multinomial probit model,
which substitutes for the assumption of iid Weibull distributed error terms in the MNL model
with the assumption of multivariate normal error terms. The result of this change of assumption
is a model that is much more difficult to estimate but is free of the required IIA assumption of
the multinomial logit model (Hensher and Johnson 1981, Chapter 5; Davidson and MacKinnon
1993, p.533). The multinomial probit model has received extensive treatment in the econometric
literature: Amemiya (1985), Bunch (1991), Daganzo (1979), Dansie (1985), Hausman and Wise
(1978), Keane (1992), Manski and McFadden (1981), Recently a number of authors in political
science have used the multinomial probit in useful ways: Alvarez and Nagler (1995, 1998), Burden
and Lacy (1999), Quinn, et al. (1999).

The theoretical superiority of the MNP model over the MNL model is not just a function of
freedom from the IIA assumption. Adams (1997) showed that normally distributed errors emerge
from very general assumptions in his simulation study. This is basically an expression of the
persistence of the central limit theorem, but it highlights the fact that normally distributed errors
are not only more tied to mathematical-statistics theory, they also emerge empirically.
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6.1 Model Specification

Suppose there exist NV respondents in the dataset with ¢ choices observed for each respondent:
w; = [wi1,Wsa, - - ., wic], where all but one of these vector values is zero with the remaining value
equal to one indicating individual selection. It is standard and convenient to assume that w; is the
observable manifestation of an underlying continuous measure of utility, U; = [U1, Ua, . . ., U],
in which j™ value of w; is equal to one because the associated latent measure has the greatest
utility to person ¢ of all alternatives: U;; > Uy, Vk # j. We further assume that these utilities
are generated by the distribution:

Ui ~ N(ZI77 Qz)a (6)

where: Z isa ¢ X k data matrix, ¢ isa k x 1 coefficient vector
and €0, isa ¢ X ¢ covariance matrix.

That is, the underlying motivation for the model is multivariate Gaussian-normal. This assumption
is really for convenience than for any strong theoretical reason.

As expressed (6) is not identified, and it is again necessary to set a reference category and
express the J — 1 choices comparatively (Bunch 1991, Dansie 1985). Thus we reexpress from
absolute utilities for person 4, U;j, to relative utilities, y;; = U;; — U;1, where this relative to the
arbitrary baseline category as in the MNL model. This produces the assumed model:

yi ~ N(X'B, Q), where: X is (c—1)xk, Bis kx1, Qyis (c—1) X (¢c—1). (7)

The result of this specification is that the error terms in the model are now multivariate normal
distributed, rather than Weibull distributed as in the MNL model.

Now introduce a new variable W;; = I(y;; > 0,y;; = max(y;.)), and: Wiy =1, Wia.; =0 if
all values of y;; are negative (McCulloch 1994). This indicator function makes the estimation of
the coefficients much easier. The MNP likelihood is now the simple form:

J N
‘g(ﬁl’.--,ﬁj):HH’n’ZVij’ (8)

where ;; is the probability that the i*" individual selects choice j with the obvious constraints
that m; > 0, Vj, and 37 my; = 1.

As setup, this model is not identified because the scale of the relative utilities, ¥;; is indeter-
minate. Various authors have dealt with this in various ways, some of which are quite restrictive.
Alvarez and Nagler (1995, 1998) and Lacy and Burden (1999), for instance, set all posterior
variances to unity (Burden and Lacy also set one covariance equal to zero). The result of this
change to unity along the diagonal is to make the covariance matrix a correlation matrix, which
works well when the off-diagonal elements are of prime interest. Others (Quinn, et al. 1999, for
instance) are less restrictive and merely confine the first diagonal term in the covariance matrix
to be unity. Following Geweke et al.’s (1994) advice, we follow the latter convention and set the
first diagonal element of (2 to a constant.
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6.2 Motivation for Bayesian Estimation with MCEM

A second serious issue, and one that leads to great agony in practice, is the complexity of the
required joint-normal integral:

p(U.>U, 1> ...>U)

/ / / F(Us, - Uy 1, U .. dU, 1dU, 9)

Amemiya (1985, p.308). For ¢ > 3 this can be prohibitive. From the normal consequence of (7)
we know that:

1 o
Tie O —/ §(y —XiB) Ny — XiB) I (yi; > 0, yi; = max;(yix)dy;. (10)

i

Except for cases where (), is greatly restricted, this integral has no analytical solution. Our
solution is to use a variant of the EM algorithm in which the E-Step computations are performed
with Gibbs sampling. This is called Monte Carlo EM (MCEM) and reduces the computation
burden by substituting an analytical expectation calculation with a simulation based estimate.

6.3 Explaining MCEM

The EM algorithm was formalized by Dempster, Laird, and Rubin in their seminal 1977 article
Expectation-Maximization (EM) is a very flexible and popular technique for so-called incomplete
data problems. Incomplete data in this context is either missing values in the data set or unknown
parameters as in our case. In the first step, the “E-Step”, temporary data that represent a
reasonable guess are assigned to replace the missing values. Then, the parameter estimation
proceeds normally, the “M-Step”, as if we now have a complete-data problem (complete in the
sense that observed and missing data are now both “available” in the analysis). Once this produces
a new solution for the parameter estimates, then we use these to update the assignment of the
temporary data values with better guesses, and perform again a full model estimation process.
This two-step process is repeated as often as required until the difference in the parameter updates
becomes arbitrarily close to zero and we therefore have convergence. See Gill (2002, Chapter 8)
for a lengthy discussion of the theory and application of the EM algorithm.

Starting with data X = [X,,;5, Xops], @ likelihood function f(X|B), and arbitrary starting
values for the vector B*),

e [E-Step:] compute
Q(.B(k + 1)|ﬂ(k)) = fz(,B|Xob37 Xmis)f(Xmis‘Xobsaﬂ(k))deiSv

e [M-Step:] choose the value for B that maximizes Q(B%+1)|B*)),

e repeat these steps until the difference between B*+1) and B%) is arbitrarily small.
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It is important to understand that this iterative process gives a consecutive updating of the
parameter estimate that will under most circumstances to converge to the maximum conditional
likelihood value (Beale 1977, p.23) and is guaranteed to converge to at least a stationary point
(Wu 1983). By cycling between the E-Step and the M-Step we progressively move closer to the
posterior mode.

In cases where the E-Step is particularly difficult or time-consuming, it can be simulated by
sampling M realizations from the distribution X™ ~ f(X,nis| Xops, B5TY) and calculating:

M
QB 1BY) = 1 > A%, X, (1)

a substitute step which uses complete-data conditional maximum likelihood estimation (CM)
where the conditionality is over some convenient function of the parameter estimates. This is the
basic Monte Carlo EM Algorithm (MCEM) (Booth and Hobert 1999; Chan and Ledolter 1995;
Celeux and Diebold 1985; Guo and Thompson 1992; Wei and Tanner 1990). Since the Monte
Carlo step is performed at every iteration of the EM algorithm, it is important to determine a
value of M that represents a good compromise between efficiency and accuracy. We perform this
step using Gibbs sampling to produce empirical values of £(8|X s, X™).

6.4 Applying MCEM to the MNP Model

Our approach is based roughly on that of McCulloch (1994) and McCulloch and Rossi (1994),
where the central idea is to modify the EM algorithm to produce maximum likelihood estimates
with a Gibbs step to ease calculations. Treat the y; and X; in (10) as the complete data, and 3,
(2, as the information to be filled in. This gives as the E-Step where we obtain the conditional
expectation of the unknown B parameters:

QB*B® 0P = E[(y — XiB8)'(y — Xzﬁ) B8, Q)]
= VAR[y;|W;,B®,Q )

+ (E(yi|Wi, 8%, 00) — XiB)' (E(y:|Wi, 8%, 0P) — X;8). (12)
Then in the M-Step we maximize the interim (k** step) log likelihood:
1
(B, €2s) x —glogHQzH - gtr(Qf)Q(ﬁ(k“’lﬂ(k’,chk)) (13)
with respect to 8 and €2,. Actually this must be done in two steps: maximize with respect to 8
holding €2, constant, and then maximizing with respect to €2, holding 8 constant. This process

is not as bad as it may seem. The first maximization is equivalent to calculating the general least
squares estimator:

n -1
B = (ZX'Q’“ ) LE(yi| Wi, B, Q) ) (ZX@(Q&’“V&-) , (14)
=1
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which is Meng and Rubin’s (1993) equation 2.2 with the expectation of y; replacing y; itself.
The second maximization simply substitutes the new (1) into (13) and maximizes with respect
to €,. This conditional M-Step is called Monte Carlo Expectation Conditional Maximization
(MCECM) by Meng and Rubin because of the additional conditioning process.

6.5 Conference Update

We now have the MCEM /MNP procedure coded and working for small contrived datasets where
we know the answer that the estimation procedure is supposed to produce. However, with the
full ANES 2000 subset used in the MNL procedure (1470 cases, 44 explanatory variables) the
MCMC element of the process is very slow and we cannot now confirm convergence of the chain.
It is our expectation that through a number of well-known tricks such as variance stabilization
reparameterization and embedded Metropolis-Hastings steps (Chen, et al. 2000, Robert and
Casella 1999) that we can significantly speed up this process.
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8 Appendix 1: Table of Explanatory Variables

Table 4: VARIABLE SUMMARY

Range Turnout Vote Choice
Retrospective Economic Evaluation
v000491 Now thinking about the economy in the 1-5 -.054 .275
country as a whole, would you say that
OVER THE PAST YEAR the nation’s economy
has gotten worse, stayed about the same,
or gotten better? [Experimental version:
gotten worse, stayed about the same, or
gotten better?] Both versions: Much
better/worse or somewhat better/worse?
V000005e Method: v000491 standard or experimental 1-2
V000503 Do you approve or disapprove of the way 1-5 -.058 .534
Bill Clinton is handling the economy? Do
you approve/disapprove strongly or not
strongly?
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Table 5: VARIABLE SUMMARY (CONT.)

V000523

dummies

moral

service

race

env

contactd

contactr

ndiss

goreonly

bushonly

church

Range Turnout
Partisanship

Generally speaking, do you think of 0-1 .036
yourself as a Republican, a Democrat, an
Independent, or what? Would you call
yourself a strong Democrat/Republican or a
not very strong Democrat/ Republican? Do
you think of yourself as closer to the
Republican Party or to the Democratic
party?

Issues
Index built from Abortion (v000694), Gays 0-1 -.027
in Military (v000727), Gays Adopt
(v000748). Abortion was double weighted.
(Alpha = .63)
Index built from v000614 (Health Care), 0-1 .156
v000681 (spending on social security),
v000693 (surplus to protect social
security), v000550 (spending services
scale) (alpha = .63)
Index built from v000645 (Aid Blacks), 0-1 .047
v000674 (affirmative action), v000745
(English only) (alpha = .45)
Index built from v000713 (jobs/environment 0-1 .057
scale), v000776 (environmental regulation
scale), v000682 (spending on environmental
protection) (alpha = .66)

Mobilization and contact

Contacted or received mail from Democrats 0-1 .301
or both parties (recoded from v001220 and

v001223)

Contacted or received mail from .337

Republicans or both parties (recoded from
v001220 and v001223)

Number of discussants (from v001699 to 0-4 .297
v001702)
At least one discussant voted for Gore and 0-1 .169

none voted for Bush (from v001710 v001718

v001726 and v001734)

At least one discussant voted for Bush and 0-1 .088
none voted for Gore (from v001710 v001718

v001726 and v001734)

Frequency of church attendance (recoded 0-1 215
from v000877 and v000879)

Vote Choice

.752

.349

400

317

.326

-.107

.138

.011

-.424

485

.140

19



Table 6: VARIABLE SUMMARY (CONT.)

v000491
educ
v000908
Black
Latino
Catholic
Bornagin
blckborn
married
kids
inteff
exteff
trust
imptdiff
kissues

interest
care
goreint

gorecare

gorecomp

bushint
bushcare

bushcomp

clinint

clincare

clincomp

v00022

Range Turnout

Retrospective Economic Evaluation

Now thinking about the economy in the 1-5
Demographics

Education recoded from v000913 0-1
Age 18-97
from v001006a or v001006b or v001006¢ 0-1
from v001006a or v001006b or v001006¢ 0-1
from v000882 or v000883 0-1
from (v000882 or v000883 or v000899) and 0-1
v000903

Black * Bornagin 0-1
v000909 0-1
from v001024 0-1
from v001516 through v001519 (alpha =.80) 0-1
from v001527, v001528, v001538, v001539 0-1
(alpha = .72)

from v001534 to v001537 (alpha = .63) 0-1
from v001435 0-1
correct relative Gore and Bush issue 0-1

placements from abortion, spending and
services, aid to blacks, and environmental
protection scales (alpha = .67)

Interest in campaign (from v000301) 0-1
Care about outcome (from v000302) 0-1
from v000524 (Gore moral) and v000528 1-4
(Gore dishonest)

from v000525 (Gore cares about people like 1-4

you) and v000530 (Gore out of touch)
from v000526 (Gore knowledgeable), v000527 1-4
(Gore strong leader), and v000529 (Gore

intelligent)

from v000531 (Bush moral) and v000535 1-4
(Bush dishonest)

from v000532 (Bush cares about people like 1-4

you) and v000537 (Bush out of touch)

from v000533 (Bush knowledgeable), v000534 1-4
(Bush strong leader), and v000536 (Bush

intelligent)

from v000855 (Clinton moral) and v000859 1-4
(Clinton dishonest)

from v000856 (Clinton cares about people 1-4
like you) and v000861 (Clinton out of

touch)

from v000857 (Clinton knowledgeable), 1-4
v000858 (Clinton strong leader), and

v000860 (Clinton intelligent)

refusal conversion indicator 0-1

-.054
.320
.200

-.004

-.093
.083
.072

-.009
.194

-.087
.287
.262
077

.269
332

.368
374
.025
.040

-.018

122

.033

-.011

-.158

-.004

.089

-.046

Vote Choice

275
.059
-.006
-.284
-.053
.029
157
-.159
.152
.065
.044
-.010
-.086

.039
.035

-.019
-.010
-.493
-.540

-.500

444

.558

.544

-.450

-.584

- 477

.016
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